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X 2 Rn⇥p

Today we look at what happens when p is very large. 

(Lots of genes etc…)



Space is empty



The density of data in local neighborhoods is too sparse to fit distributions.

Space is empty



All the mass is on the edge



All the mass is on the edge



Distances concentrate



Impact on Analysis
Nearest neighbors classifiers classify points based on the majority of classes among the 
nearest points. In this simulation, we sample 100 points from a Gaussian distribution with 

mean -5 and std 1 and 100 points from a Gaussian with mean 5 and std 1. Uniform noise in 
[-5,5] is then added.



Impact on Analysis



To summarize

• In high dimension, densities are very sparse.


• All the mass is on the edges / corners.


• The distance between all pairs of point becomes the same.

But …



In real life applications, data has structure. 

High-dimensional data are usually concentrated around low-dimensional 
structures reflecting the (relatively) small complexity of the systems 
producing the data.

Reference : Christophe Giraud’s course.


